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(10%) 1 X and ¥ aretwo independent random variables. X and Y have means and variances given
as: E(X)=1, E(Y)=2, Var[X]=3, Var[V]=4.
(a) Compute Var[2X ~3Y ~1].

(b) Compute Var[ XY].
(c) Compute correlation coefficient p(¥ ~ X,¥ + X).

X L, />0 :
(15%) 2. The sgn(f) function is defined as: sgn(f) =10, §= o> and has the Fourier transform pair
~1/<0
—}; <> sgn(f). Let x(2) be the input signal to the filter A(7) = —-1-;, and the output signal is represented as
7 it

X(#) = x(¢)* h(t), where* denotes the convolution operation. If y(¢) = x(r) cos(wet) + £() sin(wor) :

(a)  Please express the spectrum Y(f) of (%) in terms of £, X(f) and sgn(f), where X(f) is the spectrum

of x(1), which is lowpass with the bandwidth B < fo= Ea_)o_
w

(b)  Sketch Y(£) if X(f) is shown as in Figure 1.
X0
N

N
DN
v N

~I3 B

f

Figure 1

(15%) 3. AnFM modulator has output : x«(t) = S0cos[wdt + 27 ﬁrm(a)aa] , where fz = 25Hz/V. Assume

1
that m(z) is the signal equal to 2 H[i— (t-2)]+4 H[—;—(z‘ ~-6)], where T1(f)= 1 < 2

0 otherwise
(a) Determine the peak frequency deviation in hertz.
(b) Determine the peak phase deviation in radians.
(c) Determine the power at the modulator output.

Silter

. L
(10%) 4. Consider the system: x(1) - @ —|—|— onpass — y(2). The signal x(?) is defined by
x .

n(?)
x(t) = Acos(2nf.t) The lowpass filter has unit gain in the passband and bandwidth W, where fo<W . The

noise n(%) is white with two-sided power spectral density Ny/2. The signal component of y(t) is defined to

be the component at frequency f;. Determine the signal-to-noise ratio of y() .

:‘- N 2 v
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(10%) 6. We have two hypotheses for the observed data 7
Hypotheses H, Z=N (noise alone) Pr(H, true)=1/4,

- Hypotheses H; Z=k+N (signal plus noise) Pr(H; true)=3/4.

Assume that the noise N is an added white Gaussian noise with zero mean and variance o 2. And & is a constant,

Use the Bayes’ criterion to find the threshold of Z for deciding whether Z belongs H; or H 0-

RRAE T 5B R rh3se L 0 T S 8RB, BERERLECHBHES LD -

HEO) @ 3 @ 16 (©) ™)

s |

R k kol k ot |k k o? k o2 HE
’E’ ’5——;‘133 ‘E“TIH 3 E—Tan 3-———;1113

(10%) 7. H—gi > RTIEHRES S 4 BT bit) PR | R0 HABHEE -
B4R ESH 218 1 BIREFIRE 10 BRIS 0 - BERSEATE | AR 0.6 » MHEK
BERETFERE 0 HIMRE %00

FHAE TIERTRE R E W - BRI EREREEHBHERSD -

HE () ) ®) 4) ) (6) ™
B
EXR 02388 01928 |0.1842 |0.1768 |0.1792 | 0.1898 HE
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