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1. Which of the following logic equivalénce statements are incorrect?

Mmoo W

VxP(x) AVxQ(x) = Vx(P(x) A Q(x)).

VxP(x) VVxQ(x) = Vx(P(x) v Q(x)).

IxP(x) A IxQ(x) = Ix(P(x) A Q(x)).

AxP(x) vV 3xQ(x) = 3x(P(x) v Q(x)).

Vx(P(x) » A) = VxP(x) - A. (Assume that x does not occur as a free
variablein A and the domain of x is nonempty.)
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3. Which of the following statements about integers are incorrect?

A

B.

mY

If gcd(a, b) = 1, then for any non-zero integer n, there is a pair of integers p
and q such that pa + gb = n.
The inverse of p module q exists only when gcd(p,q) =1 and q > 1.

X = a;(mod m,)

The system {* = %2 (rrlod m2) has a unique solution modulo m, where m;

X = a,(mod my,)
are primes and m = mym, - m,,.
If p is prime, then for every integer a we have a?~! = 1(mod p).
In RSA, if Alice wants to send a secret message to Bob, Alice uses Bob’s
private key to encrypt the message and then send the ciphertext message to
Bob. After Bob receives the cxphertext Bob can use his public key to decrypt
the ciphertext.
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4. Figure 1 shows the Hasse diagram of a binary relation R.Which of the
following statements are incorrect?
| Figure 1: Hasse diagram of R.
A. cRh.
B. mRm.
C. dRa.
D. a isaminimal element.
E. R isalattice.
5. Given the directed graph in Figure 2. Which of the following statements are
correct?
a_ b
[
e T d
Figure 2. Directed graph G.
A. Gis strongly connected.
B. Gis weakly connected.
C. Ghasa Euler path.
D. G hasaHamilton path.
E. Gisaplanar graph.
6. Considering relation R defined as : {{(x,y) € NxN | x does not have more prime

factors than y}, Which of the following statements are true?

R is partial ordering.

R is total-ordered.

R is reflexive.

R is an equivalence relation.

Only 1 weakly connected component in a directed graph that represents R.
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7. Suppose the set of “valuable” problems is V, where each problem can be
considered by human beings, and there is a bijection between V and R (real
number). Suppose the set of all AL softwares is S, where each software can
solve exactly one problem. Each software can be represented as a long binary
string (machine code). Which of the following statement are true?

A. There is a bijection between S and R.

B. Al can solve all valuable problems, it just takes a long time to do it.

C. Without other restrictions, [S] is .

D. |V|#|S|, and |V] > |S].

E. Interms of solving problems, A.L. may replace human beings someday.

8. The number of ways to buy n dollars of tickets is represented by an, if only 1-
dollar and 2-dollar bills can be used. What of the following can be the
recurrence relation for our question? (initial condition: 4, = La, =1;)

A. a ,=aq, +1.
B. a,=a,,+3.
C. a,=2a,,+1.
D' an = an—l + an-—2 ¢
E. none of the above.
9.  About algorithm complexity, which of the following claims are true?
A. mergesortis O(nlogn).
B. Euclid’s algorithm to find gcd(a,b) is 6(log max(a, b)).
C. bubblesortis 8(nlogn).
D. Roy-Warshall Algorithm to compute transitive closure is 6(n?) (bit
operations).
E. traveling sales problem is a NP-hard problem.
st 10. Solving the recurrence relation a, = an_1 +20a,_3,a09 =-1,a, = -1,¥n = 2,
g using generating function G(z), which following parts are true?
~ A GZ)=1+2)/1A-z-20z%)
Jf B. G(Z)=(- 1—z)/(1—z—2022)
» ¢ G@)= ( ) + (1+;z)
-1/3
D. G(z)= ( ) 1+4z
E o= (254 G o1
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Give the necessary conditions for matrix 4 can be factorized (&)

11. A=PDP.

12. A=QR.

13. A=PDPT.

14. A= ™ + Ao ™ ..+ Anttnitn”.

15. A=RT R (Cholesky factorization)
(A) square but non-symmetric,  (B) square and symmetric, (C) linearly-
independent columns, '
(D) linearly-independent eigenvectors, (E) positive definite
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If nxn matrix A is diagonalizable, then

16. 0 is not the eigenvalue of A. (A) True. (B)
False.

17. A has n distinct eigenvalues. (A) True. (B)
False.

18. A is invertible. (A) True. (B)
False.

19. ATis also diagonalizable. (A) True. (B)
False.

20. The diagonalization is unique. (A) True. (B)
False.

Suppose P = {b1, b2} is a basis for ¥ and C = {c1, ¢z, c3} is a basis for W. Let T V' — w
be a linear transformation with the standard matrix 4 for T. If

1 -3 2 1

17 [3
B= {[ 2}, [4]}, c={|-1|,| 4], |21}, andA=|1 1|.Find the transformation
-3 9 4 11

matrix M for T relative to B and C.

21. 1,2, 4 are in the M matrix." (A) True. (B)
False.

22. 1, -2, 4 are in the M matrix. (A) True. (B)
False

23. 1,-2,-4arein the M ma’mx (A) True. (B)

- False.
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25.
If A is a mxn matrix; Ax = b is an inconsistent system and has a least-square solution
26.
27.
28.
29.

30.

%
R
7, 14, 28 are in the M matrix.
False.

7, -14, 28 are in the M matrix.

False.

b is exactly not in Col A.

False.

X is not a unique solution.

False.

If ATA is not invertible, then the system has no solution.
False.

Ax isnot always in Col 4.

False.

b-Ax isalways in Nul 4T,

False.

If C is a nxn covariance matrix, then

31

32.

33.

34.

35.

C always have n orthogonal eigenvectors.
False.

C always have n distinct real eigenvalues.
False. "

YA

# 28

C has positive and negative eigenvalues but no zero eigenvalues.

False.

C can always be decomposed into 4 AT, where A is a matrix.
False.

C is exactly positive definite.

False.

(A) True.
(A) True.
(A) True.
(A) True.

(A) True.

(A) True.
(A) True.
(A) True.
(A) True.

(A) True.

(B)
®)
(B)
(B)
(B)

(B)
(B)
(B)
(B)
B®)

XFEBEES (F) AL
(A) True. (B)
(A) True. (B)

A

X-
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36. Which of the following statements regarding the cost of methods for solving an

n x n linear system Ax = b are true?

A. The cost of computing the LU factorization is generally proportional to n2.

B. The cost of backward substitution on a dense upper triangular matrix is -
generally proportional to n2.

C. Ifa matrix 4 has no more than 3 non-zero entries per row, the cost of each
iteration of the Jacobi method is proportional to n. -

D. Ifa matrix 4 has no more than 3 non-zero entries per row, the cost of each
iteration of the Jacobi method is proportional to n3.

E. None.

37. Which of the following methods can be used for solving the system Ax = b,
where A4 is a symmetric, diagonally dominant, square n x n matrix?

LU factorization with full pivoting. '

System of normal equations.

Gauss-Seidel method.

Jacobi method.

None.

MOOwE

38. Which set of vectors is a basis for R3
A {[123],[-1,0,1],[49, 7]}

B. {[1,4,7),[25, 8] [3,6 9]}

C. {[1,0,-1],[2,1,-1], [-2, 1, 4]}
D. {[4,0,0],[0,0,5]{0,3,0]}

E. Al

39. Which vectors form the basis of null(A)?
1 1 3 1 6

2 -1 0 1 -1
-3 21 =2 1
4 1 6 1 3

A=

A, [-3,2,1,-1,1]
B. [-1,-2,1,0,0]
C. [1,-3,0,-4,1]
D. [2,-1,0,1,-1]
E. None
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40. A python function Fun is designed to perform a certain matrix operation:

def

def

FunSub (m,i,3j):
return [row[:j] + row[j+1l:] for row in (m[:i}+m[i+1:])]

Fun (m) :
if len(m) ==
return m[0] (0]1*m[1] [1]-m[0] [1]*m[1] [0O]

X =0
for ¢ in range(len(m)):

x += ((-1)**c)*m[0] [c] *Fun (FunSub (m, 0,c))
return x

What inputs make Fun output 07

7 9 9
A |3 2 2

5 3 3]

1 273 6

2 3 6 7

B-lg 14 2 1

3 6 9 12

1 2 3 6

c |2 3 6 7

"8 14 2 1

3 6 9 18

12 3i/1 0 1
D.321”292]
2 3 1ll3 3 3
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